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[Isenberg, Dragicevic, Willett, Bezerianos, Fekete. 
Hybrid-Image Visualization for Large Viewing Environments, InfoVis’13 (earlier today)]
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[Jansen, Dragicevic, Fekete. Tangible Remote Controller for Wall-sized Displays. CHI’12]
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theobjectisslightlydeformedduringcuring,andsanding

willcertainlyreducethethickness.

5.2Calibrationprocedure

Thecoralpropswerecalibratedusingatwo-stepproce-
dure.Inthefirststep,aninitialorientationandpositionof

thepropisfound.Inthesecondstep,amoreexactcali-

brationisfoundusinganiterativeclosestpointsapproach.
Anumberofpoints(12)weredefinedonthesurfaceof

themodel.Foreachpointonthemodel,thecorresponding

pointontheprintedpropwasthenindicatedwiththetipof
thestylusandthebuttonwaspressed.Thepositionofthe

stylustiprelativetothepropsensorwasthenrecorded,

usingthecurrentpositionofthestylusandtheorientation
andpositionofthepropsensor.Afterallthepointswere

recorded,theleastsquaresoptimaltransformationwas

computedwhichwouldtransformthepre-definedpointsto
therecordedpointsbyusingonlyrotationandtranslation.

Thisinitialtransformwasthenrefinedusinganiterative

closestpoints(ICP)method.Randompointsonthesurface
ofthepropwereindicatedwiththestylus.Thesepoints

werethusknowntolieonthesurfaceoftheprop.These

pointswerethenusedassourcepointsinaniterative
closestpointssearchforanoptimaltransformfromthese

pointstothesurfaceofthemodel(towhichtheinitial

transformwasalreadyapplied).Themodelwasusedasthe
targetdatasetfortheICPmethod.

5.3Measuringandexploring

Theapplicationisusedtomeasurevariousshapeparameters

ofthecoralspecimens.Thepropsareusedononehandto
indicatelocationsofinterest,andontheotherhandtorender

themeasurementsinthecontextoftheoriginalobject.

Theoriginalapplicationwasusedtomeasurethewhole

coralspecimen,andthetangiblepropcanbeusedinthe
augmentedrealitysetuptovisualizeandexplorethese

results.

Thetangiblepropisalsousedincombinationwiththe
stylustoperformcertainmeasurementsinindicated

locations.

5.3.1Localbranchthickness

Thestylusisusedtoselectapointonthesurfaceofthe

coral.Thethicknessofthebranchcorrespondingtothe

surfacelocationisthenmeasuredattheindicatedpointand
visualizedbothasaninscribedsphereofcorresponding

thicknessandasanumericalvalue.

Whenthebuttonisusedtochangeinteractionstate,the
measuredlocationchangeswiththemovementofthestylus

whilethebuttonispressed,andafteritisreleasedthelast

locationremainsvisible.
Inbuttonlessmode,thelocationchangesaslongasthe

stylustouchesthesurface.Thelastmeasuredlocationis

shownafterthereisnomorecontactwiththesurfaceand
whilenonewlocationistouched.

5.3.2Branchdistancemeasurement

Thedistancebetweenspecificlocationsonthebranches

canbemeasuredinteractively.Thestylusisusedtoindi-
catetwopointsonthesurfacebetweenwhichthedistance

istobemeasured.Thisisvisualizedasalineannotated

withthecorrespondingvalueasanumber.
Withthebutton,thefirstlocationisselectedonthe

surfacewhenthebuttonispressed.Alineisthendrawn

fromtheselectedlocationtothetipofthestylus.Whenthe
buttonisreleased,thesecondlocationisselected.The

measureddistanceisshownuntilanewstartingpointis

selected.
Inbuttonlessmode,thefirsttimethesurfaceistoucheda

pointisplacedatthatlocation.Aslongasthesurfaceis

touched,thispointmovesalongwiththestylus.Whenthe
surfaceisnolongertouched,thelastcontactlocationis

usedasthestartingpoint,andalineisdrawnbetweenthis

pointandthestylustip.Thesecondpointisselectedinthe
sameway,andthefinallocationofthesecondpointis

againthelastlocationwherethestylustouchedthesurface.

Thebranch-measuringtoolcanbeseeninFig.6.

5.4Systemaccuracy

ThetrackingsystemisaPolhemusFastrakwithastylus

andastandardsensorwhichisattachedtotheprop.The

accuracyofthissystemisclaimedtobe0.038mmfor
positionand0.15degreesfororientation.Thesensorsare

Fig.5Tangiblecoralpropwithattachedsensor,heldinthelefthand.
Therighthandoperatesthestylustoindicatelocationsonthesurface

VirtualReality

123

tangible props

[Kruszynski & van Liere,  Tangible Props for Scientific Visualization,  Virtual Reality 13 (4) 2009]
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shape displays[Leithinger, Lakatos, DeVincenzi, Blackshaw, Ishii. 
Relief: a 2.5D shape display. UIST’11]
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large scale installations          
[Stefaner & Hemmert, emoto data sculpture,  http://www.nand.io/visualisation/emoto-installation]

http://www.nand.io/visualisation/emoto-installation
http://www.nand.io/visualisation/emoto-installation
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relief model

[PARM: Projected Augmented Relief Models, University of Nottingham, 2012]
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physical visualizations
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physical visualizations

[Mark Wilson. How GM is saving cash using legos as a data viz tool. 
http://tinyurl.com/mwilson2012, April 2012]

http://tinyurl.com/mwilson2012
http://tinyurl.com/mwilson2012
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Problem

• wide range of different system designs studied in isolation

• curated lists: tinyurl.com/physvis

• how can they inform new designs for interaction?

• visualization reference model useful for conventional vis but 
not expressive enough here

• need for an updated model with stronger focus on how 
users interact with visualizations

11

http://tinyurl.com/physvis
http://tinyurl.com/physvis
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Contributions

• an extended infovis pipeline model

• explicit inclusion of users

• description of interactions as to their goals, effects, and means

• from the system’s perspective

• from the user’s perspective

• visual notation system

• 8 case studies illustrating the model

12
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[Card, Mackinlay, Shneiderman, Readings in Information Visualization: Using Vision to Think, 1999]
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[Card, Mackinlay, Shneiderman, Readings in Information Visualization: Using Vision to Think, 1999]



14

[Card, Mackinlay, Shneiderman, Readings in Information Visualization: Using Vision to Think, 1999]
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[Card, Mackinlay, Shneiderman, Readings in Information Visualization: Using Vision to Think, 1999]
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physical
visualization

2D screen stereoscopic
screen

3D bar chart

[Jansen, Dragicevic, Fekete. Evaluating the Efficiency of Physical Visualizations. CHI’13]
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percept
transformation

(a) The viewpoints of two observers. (b) Wall as seen by the left observer. (c) Wall as seen by the right observer.

Fig. 2. Two observers looking at the same angles, lengths, and circles displayed across a large wall display.

2D coordinate space. Fig. 2 gives an example of how the appearance of
three visual variables is affected when seen from different viewpoints
and viewing angles. The question arises whether comparisons such
as these are affected by the oblique viewing angles which occur when
viewing data from different positions in front of a wall-sized display.

To-date many high-resolution wall-sized displays, including ours,
are assembled from multiple LCD monitors [7, 16, 35]. These setups
include clear visible bezels which form part of our study context. The
research we report on in this paper, thus, takes a first step towards
assessing the implications of changes in viewpoint on the assessment
of data representations on tiled wall-sized displays with visible bezels.

Our research is motivated by three main questions:
• Are all areas of a wall equally effective for close scrutiny and

comparison of data items?
• What is the effect of viewing distance and angle on the perception

of visual variables in large viewing spaces?
• What are the benefits of walking in comparison tasks?

We began addressing these questions by studying how perception
of elementary visual variables (Angle, Area, Length) was affected by
varying viewing distances and angles. We contribute two studies: the
first assessed static viewing conditions and identified different param-
eters that can help predict the perceived magnitude of the tested visual
variables. The second contributes an understanding of the influence of
allowing participants to move in front of the display. Our final contri-
bution is a set of design implications about placement of data items on
wall displays and the characteristics of effective physical navigation.

2 RELATED WORK

We can draw from a variety of past research for the design of our ex-
periments. A large chunk of the literature comes from the field of
psychophysics. We report on the related background in this field sepa-
rately in the following section as we lead into the study design. In this
section, we concentrate on the related literature on large displays and
perception of graphical elements in HCI and information visualization.

2.1 Viewpoints and Interaction with Large Displays
The problems of viewing and interacting with information on physi-
cally large displays has been investigated in HCI, focusing on several
different questions: how to acquire targets across large distances [33],
how to view far areas up-close [8], how to maintain awareness [10, 25],
how large displays influence performance in spatial orientation tasks
[36], or how a larger field of view influences user performance [15]. In
contrast to these questions we want to learn how varying viewing dis-
tances and angles affect the accurate perception of a virtual object’s
properties such as its area, length, or angles. We know of no large-
display literature that asks this question but the problem has already
been recognized [3]. Several researchers have instead considered the
influence of varying viewpoints on other large-display tasks:

Jota et al. [24] studied the impact of viewing angles on pointing per-
formance on a 3m × 1m wall. Several studies in the tabletop literature
assessed the relationship of view position and 2D object rotation on
coordination, comprehension, and collaboration [27, 28]. Viewpoints
have also been studied for viewing 3D objects on tabletops [21]. In

multi-display environments, Nacenta et al. [30] showed that dynami-
cally correcting perspective based on a viewer’s viewpoint improved
performance for tasks such as targeting, steering, aligning, pattern-
matching, and reading. These studies relate to ours in that they corrob-
orate the importance of view positions and angles to task performance.

2.2 Information Visualization and Large Displays
Several researchers have considered the influence of a viewer’s posi-
tion in front of a large display on information visualization tasks. For
tabletops, Wigdor et al. [39] studied how varying screen orientation
from a horizontal to up-right position influenced the accurate percep-
tion of elementary graphical elements. They found perception to be
least accurate in the horizontal position. This study resembles ours
in that elementary elements were tested using study techniques from
psychophysics [20]. We relate some of their findings more closely
to ours in our Discussion Section. Alallah et al. [2] tested how the
perception of simple charts was impacted by varying viewing angles
around a horizontal screen. They found that reading charts right-side
up was fastest and least error-prone, and proposed a new chart design
to alleviate orientation problems.

For wall-sized displays several studies explore how changes in a
viewer’s position affect how visualizations are read. Endert et al. [16]
discuss how a viewer’s distance from a large display influences the
visual aggregation of displayed information. They found encodings
based on a color ramp to visually aggregate particularly well across
viewing distances for a visual search task. Yost and North [41] tested
several data visualizations for their ability to effectively display large
amounts of data on large displays. They found their visualizations to
scale well for the tasks of finding detailed and overview information
and note that spatial encoding of information was particularly impor-
tant on large displays. In a follow-up experiment Yost et al. [40] stud-
ied how scaling visualizations beyond visual acuity affected user per-
formance. For almost all tested tasks they found performance improve-
ments and argue for design guidelines that take visual aggregation and
physical navigation into account. Ball and North [5] compared the
benefits of added peripheral vision vs. physical navigation for large dis-
plays, and found that physical navigation influenced task performance
while added peripheral vision did not. The authors further stress the
importance of physical navigation for visualization tasks. The stream
of research on physical navigation relates to ours as a strong motiva-
tion for studying the influence of changing viewpoints and angles on
accurate perception of data representations.

3 BACKGROUND IN PSYCHOPHYSICS

Psychophysics is a sub-discipline of psychology that is concerned with
measuring the relationships between perceived and actual properties of
a visual object [20, 37]. Much research in psychophysics is concerned
with the study of spatial perception and the comparison of physical
and visual space. Unfortunately no one model exists which clearly
describes visual space and would allow us to predict how elementary
graphical elements will be perceived in a variety of viewing conditions
[37]. While it has been proposed to model visual space using hyper-
bolic, euclidean, or other geometries, no single geometry has been
shown to work under all viewing conditions. Instead, researchers have
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(a) The viewpoints of two observers. (b) Wall as seen by the left observer. (c) Wall as seen by the right observer.

Fig. 2. Two observers looking at the same angles, lengths, and circles displayed across a large wall display.

2D coordinate space. Fig. 2 gives an example of how the appearance of
three visual variables is affected when seen from different viewpoints
and viewing angles. The question arises whether comparisons such
as these are affected by the oblique viewing angles which occur when
viewing data from different positions in front of a wall-sized display.

To-date many high-resolution wall-sized displays, including ours,
are assembled from multiple LCD monitors [7, 16, 35]. These setups
include clear visible bezels which form part of our study context. The
research we report on in this paper, thus, takes a first step towards
assessing the implications of changes in viewpoint on the assessment
of data representations on tiled wall-sized displays with visible bezels.

Our research is motivated by three main questions:
• Are all areas of a wall equally effective for close scrutiny and

comparison of data items?
• What is the effect of viewing distance and angle on the perception

of visual variables in large viewing spaces?
• What are the benefits of walking in comparison tasks?

We began addressing these questions by studying how perception
of elementary visual variables (Angle, Area, Length) was affected by
varying viewing distances and angles. We contribute two studies: the
first assessed static viewing conditions and identified different param-
eters that can help predict the perceived magnitude of the tested visual
variables. The second contributes an understanding of the influence of
allowing participants to move in front of the display. Our final contri-
bution is a set of design implications about placement of data items on
wall displays and the characteristics of effective physical navigation.

2 RELATED WORK

We can draw from a variety of past research for the design of our ex-
periments. A large chunk of the literature comes from the field of
psychophysics. We report on the related background in this field sepa-
rately in the following section as we lead into the study design. In this
section, we concentrate on the related literature on large displays and
perception of graphical elements in HCI and information visualization.

2.1 Viewpoints and Interaction with Large Displays
The problems of viewing and interacting with information on physi-
cally large displays has been investigated in HCI, focusing on several
different questions: how to acquire targets across large distances [33],
how to view far areas up-close [8], how to maintain awareness [10, 25],
how large displays influence performance in spatial orientation tasks
[36], or how a larger field of view influences user performance [15]. In
contrast to these questions we want to learn how varying viewing dis-
tances and angles affect the accurate perception of a virtual object’s
properties such as its area, length, or angles. We know of no large-
display literature that asks this question but the problem has already
been recognized [3]. Several researchers have instead considered the
influence of varying viewpoints on other large-display tasks:

Jota et al. [24] studied the impact of viewing angles on pointing per-
formance on a 3m × 1m wall. Several studies in the tabletop literature
assessed the relationship of view position and 2D object rotation on
coordination, comprehension, and collaboration [27, 28]. Viewpoints
have also been studied for viewing 3D objects on tabletops [21]. In

multi-display environments, Nacenta et al. [30] showed that dynami-
cally correcting perspective based on a viewer’s viewpoint improved
performance for tasks such as targeting, steering, aligning, pattern-
matching, and reading. These studies relate to ours in that they corrob-
orate the importance of view positions and angles to task performance.

2.2 Information Visualization and Large Displays
Several researchers have considered the influence of a viewer’s posi-
tion in front of a large display on information visualization tasks. For
tabletops, Wigdor et al. [39] studied how varying screen orientation
from a horizontal to up-right position influenced the accurate percep-
tion of elementary graphical elements. They found perception to be
least accurate in the horizontal position. This study resembles ours
in that elementary elements were tested using study techniques from
psychophysics [20]. We relate some of their findings more closely
to ours in our Discussion Section. Alallah et al. [2] tested how the
perception of simple charts was impacted by varying viewing angles
around a horizontal screen. They found that reading charts right-side
up was fastest and least error-prone, and proposed a new chart design
to alleviate orientation problems.

For wall-sized displays several studies explore how changes in a
viewer’s position affect how visualizations are read. Endert et al. [16]
discuss how a viewer’s distance from a large display influences the
visual aggregation of displayed information. They found encodings
based on a color ramp to visually aggregate particularly well across
viewing distances for a visual search task. Yost and North [41] tested
several data visualizations for their ability to effectively display large
amounts of data on large displays. They found their visualizations to
scale well for the tasks of finding detailed and overview information
and note that spatial encoding of information was particularly impor-
tant on large displays. In a follow-up experiment Yost et al. [40] stud-
ied how scaling visualizations beyond visual acuity affected user per-
formance. For almost all tested tasks they found performance improve-
ments and argue for design guidelines that take visual aggregation and
physical navigation into account. Ball and North [5] compared the
benefits of added peripheral vision vs. physical navigation for large dis-
plays, and found that physical navigation influenced task performance
while added peripheral vision did not. The authors further stress the
importance of physical navigation for visualization tasks. The stream
of research on physical navigation relates to ours as a strong motiva-
tion for studying the influence of changing viewpoints and angles on
accurate perception of data representations.

3 BACKGROUND IN PSYCHOPHYSICS

Psychophysics is a sub-discipline of psychology that is concerned with
measuring the relationships between perceived and actual properties of
a visual object [20, 37]. Much research in psychophysics is concerned
with the study of spatial perception and the comparison of physical
and visual space. Unfortunately no one model exists which clearly
describes visual space and would allow us to predict how elementary
graphical elements will be perceived in a variety of viewing conditions
[37]. While it has been proposed to model visual space using hyper-
bolic, euclidean, or other geometries, no single geometry has been
shown to work under all viewing conditions. Instead, researchers have
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[Bezerianos & Isenberg, Perception of Visual Variables on 
Tiled Wall-Sized Displays for Information Visualization 

Applications, TVCG 18, 12 (2012).
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Instrumental Interaction

[Beaudouin-Lafon,  Instrumental Interaction:  An Interaction Model for 
Designing Post-WIMP User Interfaces,  AVI 2000]
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[Jansen, Dragicevic, Fekete. Tangible Remote Controllers for Wall-sized Displays. CHI’12]
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